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Abstract—The MPEG committee has completed development
of a new audio coding standard called “MPEG-4 advanced audio
coding–enhanced low delay” (AAC-ELD). AAC-ELD uses low
delay spectral band replication (LD-SBR) technology together
with a low delay time domain alias cancellation (LD TDAC) fil-
terbank in the encoder to achieve both high coding efficiency and
low algorithmic delay. In this paper, we present fast algorithms
for implementing LD-TDAC filterbanks in AAC-ELD. Two types
of fast algorithms are presented. In the first, we map LD-TDAC
analysis and synthesis filterbanks to modified discrete cosine
transform (MDCT) and inverse modified discrete cosine trans-
form (IMDCT), respectively. Since MDCT/IMDCT are already
extensively used in AAC and they have many fast algorithms, this
mapping not only provides a fast implementation but also allows
a common implementation of the filterbanks in AAC Low Com-
plexity (AAC-LC), AAC Low Delay (AAC-LD) and AAC-ELD
codecs. In the second algorithm, we provide a mapping to discrete
Cosine transform of type II. The mapping to DCT-II allows the
merger of the matrix operations with the windowing stage that
precedes or follows them. This further reduces the number of
multiplications and leads to an algorithm with the lowest known
arithmetic complexity. For filterbanks of lengths 1024 and 960,
we also present a new fast factorization of 15-point DCT-II that
requires only 14 irrational multiplications, 3 dyadic rational
multiplications and 67 additions.

Index Terms—AAC, audio coding, DCT, factorization, fast algo-
rithms, filterbanks, low delay, MDCT, MPEG, speech coding, time
domain alias cancellation.

I. INTRODUCTION

T RADITIONALLY speech and audio coding paradigms
have been significantly different. Speech coding is

primarily based on source modeling [1], and low round trip
algorithmic delay for full-duplex communications can be
achieved [3]. However, most speech codecs are only efficient
in encoding single-speaker material and are unsuitable for
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generic audio content [8]. On the other hand, audio coding
is based on modeling the psychoacoustics of human auditory
system [2]. The codecs are intended for perceptually trans-
parent reproduction of generic music material. The delay of
these codecs is generally high due to long frame lengths and the
use of orthogonal filterbanks such as Modified Discrete Cosine
Transform (MDCT) whose delay depends on the length of the
window [4], [22]. Hence they are unsuitable for full-duplex
communication. MPEG-4 AAC Low Complexity (AAC-LC)
[5] is an example of this type of codec.
MPEG-4 AAC Low Delay (AAC-LD) [5] codec reduces al-

gorithmic delay by halving the frame length from 1024/960 to
512/480, by removing block switching and by minimizing the
use of bit reservoir in the encoder. AAC-LD could reduce the
delay down to 20ms but it still required bit rates close to 64 kbps
per channel to deliver satisfactory audio quality [8].
To overcome these issues, MPEG standardized AAC En-

hanced Low Delay (AAC-ELD) codec [6], [8], [9], [10] and
[11]. This codec addresses the drawbacks of AAC-LD by
incorporating a low-delay spectral band replication (LD-SBR)
tool and a new low-delay TDAC filterbank. The LD-SBR tool
improves coding efficiency and also has minimal delay [8], [9],
[21]. The delay of the new TDAC filterbank is independent
of window length [4], [8] and hence, a window with multiple
overlap can be used for good frequency selectivity. Parts of
the window that access future input values are zeroed out, thus
reducing the delay further. AAC-ELD achieves an algorithmic
delay of only 31 ms with good audio quality at low bit rates
of 32 kbps per channel [9]. The entire AAC-ELD encoder and
decoder are shown in Fig. 1.
Fast algorithms for the filterbanks are important because

significant computational complexity of both encoders and
decoders are dependent on these signal processing blocks.
Especially in mobile devices, there is a need to reduce compu-
tational complexity to reduce battery power consumption. In
[12] we presented fast algorithms for the LD-SBR filterbanks
in AAC-ELD. In this paper, we present two fast algorithms for
AAC-ELD TDAC filterbanks. In the first algorithm, we map
the Low delay analysis and synthesis filterbanks to the well
known MDCT and IMDCT respectively [16]. The mapping
involves only permutations, sign changes and additions. Since
many fast algorithms exist for MDCT, this mapping essentially
provides a fast algorithm to implement the new filterbanks.
Since LC and LD profiles also use MDCT filterbanks, the
mapping also provides a common framework for the joint
implementation of filterbanks in all three profiles (LC, LD and
ELD). We also present a very efficient algorithm for a 15-point
DCT-II implementation useful for frame lengths of 960. This
algorithm requires only 14 irrational multiplications, 3 dyadic
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Fig. 1. Structure of AAC-ELD encoder and decoder.

rational multiplications and 67 additions. Complexity analysis
of the AAC-ELD core coder filterbanks is provided at the end.

II. DEFINITIONS

In this paper time domain sequences are denoted by lower
case italic letters such as , frequency domain sequences are
denoted by upper case italic letters such as . Vectors are
denoted by bold-face lower case letters such as , matrices are
denoted by bold-face upper case letters such as . An element
at th row and th column of a matrix is denoted by .
The row and column indices start from 0. All sequences and ma-
trix elements are real-valued. Also, in the subsequent sections,
we assume is a multiple of 4.

A. LD-TDAC Filterbanks in AAC-ELD

The matrix-vector product operation in the LD-TDAC anal-
ysis filterbank of AAC-ELD encoder is defined as follows [6]
(with constants, sign ’-’ and scaling factors ignored):

(1)
The matrix-vector product operation in the LD-TDAC synthesis
filterbank of AAC-ELD decoder is defined as follows [6] (with
constants, sign ’-’ and scaling factors ignored):

(2)
where is defined as:

(3)

In the above equations, the sequence denotes the win-
dowed input data samples, denotes subband coefficients
and denotes reconstructed samples prior to alias cancella-
tion. is 1024 or 960.

B. MDCT Filterbanks

The MDCT and IMDCT are very similar to the LD-TDAC
filterbanks. Below is the matrix-vector product operation of
MDCT analysis filterbank (with constants and scaling factors
ignored):

(4)

The matrix-vector product operation of IMDCT filterbank is de-
fined as:

(5)
where is defined as:

(6)

In the above equations, the sequence denotes the win-
dowed input data samples, denotes MDCT spectrum co-
efficients, and denotes reconstructed samples prior to alias
cancellation. is the length of the input sequence.

C. Discrete Cosine and Sine Transforms

In order to accelerate computation of LD-TDAC filterbanks,
we map them to several standard transforms allowing fast
computation [19]. The Discrete Cosine Transforms of types
II - IV of a sequence of length are defined as follows

:

(7)

(8)

(9)

For simplicity, we omit standard normalization factors in all
these definitions [19].
Discrete Sine Transform of type IV (DST-IV), , of a

sequence is defined as follows [19]:

(10)
It is known that DST-IV is related to DCT-IV by means of sign
changes and reversals of the input and output sequences [19]:

(11)



CHIVUKULA et al.: FAST ALGORITHMS FOR LOW-DELAY TDAC FILTERBANKS IN MPEG-4 AAC-ELD 1703

Fig. 2. Mapping LD-TDAC Analysis Filterbanks to MDCT.

III. MDCT-BASED FAST ALGORITHMS FOR
THE LD-TDAC FILTERBANKS

In this section we present how the LD-TDAC analysis and
synthesis filterbanks map to MDCT and IMDCT respectively.
This leads to fast algorithms since there are many fast algo-
rithms for MDCT and IMDCT. These mappings are adopted in
the reference software for AAC-ELD standard [7]. We present
only the propositions and the flowgraphs; proofs are provided
in the Appendix A.
I) PROPOSITION 1: The analysis LD-TDAC filterbank can be

mapped to MDCT as follows:

(12)

II) PROPOSITION 2: The synthesis LD-TDAC filterbank can
be mapped to IMDCT as follows:

(13)

where has the following symmetry property:

(14)

The implementations are shown in Figs. 2 and 3. A number
of MDCT/IMDCT fast algorithms have been proposed in the

literature for TDAC [13]–[15]. In the following, we propose a
novel fast algorithm for LD-TDAC implementation by merging
the windowing operation with DCT implementation.

IV. MAPPING LD-TDAC FILTERBANKS TO DCT-II

In this section, we present optimization of the real-valued
LD-TDAC analysis filterbank by mapping it to DCT-II. This
mapping uses DCT-IV as an intermediate step.
Definition 1:

(15)

Proposition 3:

for (16)

The proof of Proposition 3 is presented in the Appendix B.
The Proposition 3 presents the fast algorithm of mapping

LD-TDAC to DCT-IV. To get the matrix description, let de-
note the vector for and let denote the
vector of samples for , i.e.,

(17)

(18)
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Fig. 3. Mapping LD-TDAC Synthesis Filterbanks to IMDCT.

Then,

(19)

where, is a overlap-add matrix, whose ele-
ments can be obtained from (15) as,

for

for

for

for

for

for all other combinations of and

(20)

Let denote the DCT-IV matrix with elements:

(21)

Let denote an diagonal matrix that inverts signs
of odd-indexed elements:

(22)

and is a matrix that reverses a vector of length .
From (16) we can show that,

(23)

Using [17], [20], [22] we can show that,

(24)

where, is the matrix of DCT-II with elements:

(25)

is a recursive addition matrix defined as follows

(assuming is even):

(26)

and is a diagonal matrix of factors

(27)

Because and are diagonal matrices we can have

(28)

We can notice from (20) that each column of has ex-
actly one non-zero element. Further the magnitude of every
non-zero element is the same (in this case, 1). Hence it can be
easily shown that,

(29)

where, is a diagonal matrix defined as:

then

for (30)
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Fig. 4. Proposed Factorization of the LD-TDAC Analysis Filterbank.

The vector is obtained by windowing a vector of length ,
i.e.,

(31)

where is a diagonal matrix of constants defining
the windowing operation. Hence, (28) becomes,

(32)

Since and are diagonal matrices, we can have

(33)

where, is a diagonal matrix of constants. Using
this in (32) we get,

(34)

By merging the multiplications given by in (27) with

the windowing operation we further saved multiplications.
Based on equation (34), the implementation is presented in
Fig. 4.

V. FAST ALGORITHM FOR THE LD-TDAC
SYNTHESIS FILTERBANK

The mapping of LD-TDAC analysis filterbank to MDCT and
DCT-II is shown in previous figures. The synthesis filterbank
is just a transpose of the analysis filterbank (up to a scale
factor). Let be the analysis filterbank matrix without

the scaling factor . Let be the synthesis filterbank

matrix without the scaling factor , i.e., their elements
are, respectively, given by

for (35)

for (36)

It is easy to see that,

(37)
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Hence the algorithm for the synthesis filterbank can be ob-
tained from a transposed version of the flow graph for the anal-
ysis filterbank, with the application of suitable scale factors.
Transposing a flow graph consists of reversing the directions of
the signals, replacing adders with tap-off points and replacing
tap-off points with adders. The following proposition then be-
comes evident:
Proposition 4:

for (38)

(39)

(40)

(41)

(42)

(43)

Considering that the synthesis equation is simply a transpose
of the analysis equation, the final expression for the synthesis
filterbank optimization can be expressed as:

(44)

Since and are diagonal matrices, and is an anti-
diagonal matrix, the transposing operation has no effect on the
matrices and therefore we can eliminate it. Further, we swap
the order of and since it results in the same output.
We combine the two operations and obtain the following result:

(45)

We can use the equation (29) and the fact that is a diagonal
matrix and derive the result:

(46)

where, is a diagonal matrix defined as:

or then

for (47)

Hence, the final result for the synthesis filterbank is:

(48)

Based on equation (48), the implementation is presented in
Fig. 5.

VI. FAST 15-POINT DCT-II ALGORITHM

As we have seen in the previous sections, DCT-II-based fac-
torizations of the filterbanks lead to computationally-efficient
algorithms. Generally, DCT-II is implemented by decimation
in time or decimation in frequency strategies [19]. When N is
equal to 1024 or 960, such strategies eventually lead to -point
DCTs.

In order to a compute 15-point DCT-II, we propose [18] to
use a factorization shown in Fig. 6. This factorization involves
multiplication by 17 factors. The factors in this flow-
graph are defined as follows :

(49)

Among the 17 factors, 3 are dyadic rational numbers:

(50)

This factorization requires only 14 non-trivial multiplications
and 67 additions. Details of this derivation are explained in
Appendix C.

VII. COMPLEXITY ANALYSIS

In this section, we discuss the computational complexity of
the proposed algorithms. We present the complexity functions
based on the DCT-II approach and report the numbers of
addition and multiplication operations required to implement
AAC-ELD TDAC filterbanks in Table I.
Due to the transpose-like relationship between analysis and

synthesis filterbank, we note that when the lengths of analysis
and synthesis filterbanks are equal, the required number of ad-
ditions and multiplications for their computation are the same.
Consequently, the presented complexity formulas are valid for
both analysis and synthesis filterbanks. In all cases, N denotes
the length of the filterbanks, whose value is either 1024 or 960.
To reduce redundancy, we only show the complexity analysis in
the case of .
In the DCT-II-based approach, multiplications are con-

tributed by the -point DCT-II block and the windowing
matrix in (33). The number of multiplication contributed
by the -point DCT-II block are . The matrix
contributes multiplications, but samples of the window
are actually zeros and hence, multiplications and additions
involving these coefficients need not be counted. Therefore, the
total number of multiplications is given by

(51)

Additions are contributed by the -point DCT-II block, the
matrix in equation (20) and the matrix in equa-

tion (26). The -point DCT-II block contributes
additions. Matrix contributes additions. Ma-

trix contributes additions. Again, samples of the
window are actually zeros and hence, additions involving these
coefficients need not be counted. Therefore, the total number of
additions is given by

(52)
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In the case of , the 15-point DCT-II fast algorithm in
Section V combined with [20] is implemented to calculate the
-point DCT-II blocks.
We would like to point out that compared with the well-

known standard (high delay) TDAC filterbank, which needs for
its fast algorithm, 3584multiplications and 7680 additions for N
= 1024 [22], our fast algorithm for LD-TDAC needs only 17%
higher multiplications and 8% higher additions.

VIII. CONCLUSIONS

In this paper, we developed fast algorithms for the TDAC
analysis and synthesis filterbanks of MPEG-4 AAC-ELD
codec. This new algorithm is based on mapping the filterbanks
to DCT-II, in which some multiplications are merged with
the windowing stage. We also presented a fast algorithm for
a 15-point DCT-II, which is based on Heideman’s mapping
and Winograd Fourier Transform algorithm. This is useful
for all TDAC filterbanks, in which the input data length is of
the form . This new fast 15-point DCT-II algorithm
requires only 14 irrational multiplications, 3 multiplications
by dyadic rationals and 67 additions. Finally, we presented a
computational complexity analysis of the proposed algorithm.

APPENDIX A
PROOF OF PROPOSITION 1 AND 2

To prove Proposition 1, equation (1) is reproduced below for
convenience:

(53)
Splitting the summation in (53) into two parts, we get:

(54)

Define as follows:

(55)

Then,

(56)

Finally,

(57)

We note that the summation on the RHS of (57) is an MDCT.
Thus, Proposition 1 achieves in mapping LD-TDAC analysis
filterbanks to MDCT.
Proposition 2 maps the LD-TDAC synthesis filterbanks to

IMDCT. The proof follows the same concept as shown above.
To avoid redundancy, the details of proof of Proposition 2 are
not presented here.

APPENDIX B
PROOF OF PROPOSITION 3 AND 4

To prove Proposition 3, we use the result of equation (56) and
define a new sequence as follows:

(58)

Using (58) and splitting the summation in (56) into four parts,
we get:

(59)
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Fig. 5. Proposed Factorization of the LD-TDAC Synthesis Filterbank.

Making the first summation go from , reversing
the order of second summation, making the third and fourth
summations go from , we get:

(60)

Define a new sequence as follows:

(61)
Using (58), can be expressed in terms of as follows:
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Fig. 6. Fast Factorization of 15-point DCT-II.

TABLE I
COMPUTATIONAL COMPLEXITY OF THE PROPOSED ALGORITHM

(62)
Using (61) in (60), we get:

(63)

We realize that the summation in (63) is an -point DST-IV.
As discussed in the previous sections, this DST-IV can be con-
verted to DCT-IV. Also noting that is even, we finally get:

(64)

Proposition 4 maps the LD-TDAC synthesis filterbanks to
DCT-IV. The proof follows the same concept as shown above.
To avoid redundancy, the details of proof of Proposition 4 are
not presented here.

APPENDIX C
DERIVATION OF FAST ALGORITHM FOR 15-POINT DCT-II

In this appendix, we present an efficient implementation
of 15-point DCT-II by an equal-length real-valued FFT. The
factorization needed for this algorithm was derived by using a
combination of known techniques, such as Heideman mapping
[23] and Winograd Fourier Transform Algorithm (WFTA)
[26]–[28]. We first discuss Heideman’s mapping of odd-length
DCT-IIs to equal length real DFTs. This mapping involves
only permutations at input and output and, sign changes at
the output. 15-point DCT-II is implemented by applying Hei-
deman’s mapping to 15-point Winograd Fourier Transform
Algorithm (WFTA). The resulting 15-point DCT-II algorithm
requires just 14 irrational multiplications, 3 multiplications by
dyadic rationals and 67 additions.

A. Heideman’s Mapping

To implement DCT-II through DFT, we typically need to use
DFT of twice or four times the length of DCT-II [23]. Hence,
it is generally inefficient to compute DCT-II by FFT. However,
[23] shows that an odd length DCT-II can be implemented by
DFT of the same size with just input and output permutations
and output sign changes. This is possible because, for odd length
DCT-II the set of cosines is exactly the same as the set of sines
and cosines in DFT of the same length. This is however not
true if the length is even. Thus, an odd length DCT-II can be
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efficiently implemented by a real valued DFT. The mapping
given by Heideman is as follows:
Let represent the original sequence for which we would

like to apply the DCT-II. Define a new sequence as fol-
lows:

(65)

All indices are computed modulo . is essentially a per-
mutation of the input sequence . Let be the DCT-II
of the sequence . Let be the DFT of the sequence

. Then,

(66)

(67)

As can be seen from the above equations, we need to compute
only the first points of the DFT. This is equal to the com-
plexity of a DFT of a real-valued sequence of length .

B. Winograd Fourier Transform Algorithm (WFTA)

Winograd short- DFT modules are the building blocks
for constructing the WFTA for longer lengths. The short-
modules are defined for prime lengths. Specifically, we need
3-point and 5-point DFT modules for the 15-point transform.
The Winograd DFT modules are based on a fast cyclic con-
volution algorithm for prime lengths using the theoretically
minimum number of multiplications [24], [25], [26]. Winograd
mapped this optimum convolution algorithm to DFT using
Rader’s method [24] to give very efficient DFT modules for
prime lengths.
Winograd’s algorithm achieves a decomposition of the DFT

matrix as shown below. Using the matrix notation in [27],

(68)

where, is a prime number, is the DFTmatrix,
is a addition matrix having only 0’s, 1’s and -1’s, is
a diagonal matrix contributing to multiplications,
is a addition matrix having only 0’s, 1’s and -1’s. is an
integer generally close to for small values of . Moreover,
the elements of matrix are either purely real or purely imag-
inary, so for real input data, we will have just one real multipli-
cation for each element of . Hence, the number of real mul-
tiplications will be . For , will be 3 and we have the
following matrices in factorized form to optimize the number of
additions [26]:

(69)

(70)

(71)

For , will be 6 and we have the following matrices
in factorized form to optimize the number of additions:

(72)

(73)

where is defined as:

(74)

(75)

The Winograd Fourier Transform Algorithm (WFTA) for a size
( and are primes) DFT is given by,

(76)

where,

(77)

(78)

(79)

where, represents Kronecker product. .
again contain only 1’s, ‘s and 0’s, i.e., they are addition ma-
trices. is a diagonal matrix contributing only multiplica-
tions. and are input and output permutation ma-
trices respectively. Details of the algorithms including defini-
tions of the input and output permutation matrices can be found
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in [27], [28]. In general, the order of and affects the
number of additions in the algorithms but the number of multi-
plications remains constant.
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