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OUTLINE

INTRODUCTION

» Adaptive streaming (before CDNSs)
» CDN-assisted streaming models (HLS, DASH)
» The disconnect

FORMULAS

» Popularity models

» Cache misses in ideal cache

» Cache misses in a system with multiple formats

» Cache misses In a system with multiple renditions

APPLICATIONS

» Multi-format systems
» ABR ladders designs
» Multi-CDN delivery systems
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EARLY DAYS OF STREAMING

1993: MBONE

» Virtual multicast network connecting several universities & ISPs
» RTP-based video conferencing tool (vic) is used to send videos
» 1994 Rolling Stones concert - first major event streamed online

1995: RealAudio, 1997: RealVideo

» First commercially successful mass-scale streaming system
Proprietary protocols, codecs: PNA, RealAudio, RealVideo

Worked over UDP, TCP, and HTTP (“cloaking” mode)
First major broadcast: 1995 Seattle Mariners vs New York Yankees

vyy

1995+: VDOnet, Vivo, NetShow, VXtream, ...

» Many vendors have tried to compete in streaming space initially
» Vivo & Xing got acquired by Real, VXtreme by Microsoft
» By 1998, 3 main vendors remained: Real, Microsoft and Apple

1998: RealSystem G2

» First ABR streaming system

Major MBONE Routers and Links

Y R

i DALLAS TEHAS COTTON BOWL 3
NOVEMBER IBAFI.II]IEI'IBERE[:[IRDII'IG 1994

S5 CETS b S MO AR

FRadio on

SPECIALISSUE © E s g T & 7 - S e “'i‘ Tn -'-r“- ) . _ T HIROSHIMA: AUGUST 6, 1945 & s > eiahﬁ;?ﬁmi;jl[‘“j@“‘yi
1 HI (AL LT JOURBRNAL, e e 2
AP S e e e et b R Pl e et

| demand,
E . £ rasclose
3 £ asyour
fv “I listened, ! co,};lputef'
and the Web ooy
roared”

@D
-— d]_O
DON'T TOUCH THAT DIAL-ER, KEYBOARD W5 o

o awoues

$ < g and telephone ea
OT convent with becoming cyber-  World Wide Web for a umber of years. e ruinste'dip & of the Net. But, thatls not stop-
N ' answer 10 newspapers and  Until now, however, it his typically taken 2 sound

g, the okl Wide Web-the 25 NI 0 Gounloxd e mites ping Progressive Netwarks, a Seattle startup, from
fast-growing multimedia partofthe fnter-  worth of sound. With RealAudio, the pC

net—now wants 1o do the job of radio as user bculs the mndlr_a"d“tpg im?mj

LA "LV |
Y RTHEMZ

IS EI
EALNETWORKS' REALSYSTEM G2
» | O, POESGOLD

©2023 Brightcove Inc. All Rights Reserved.


http://www.google.com/imgres?imgurl=http://upload.wikimedia.org/wikipedia/en/6/6d/VivoActive.png&imgrefurl=http://en.wikipedia.org/wiki/VivoActive&usg=__ziUloJnrvq_PSFGw1LQQ26gp1eA=&h=70&w=72&sz=2&hl=en&start=3&zoom=1&tbnid=M8LVjoIk3uC7iM:&tbnh=67&tbnw=69&ei=cd-KTrSNOsqEsAL7iPywBA&prev=/search?q=ViVo+active&um=1&hl=en&sa=N&rls=com.microsoft:*&tbm=isch&um=1&itbs=1
http://www.google.com/imgres?imgurl=http://holmanex.com/tlgweb/main/www/vdonet.gif&imgrefurl=http://holmanex.com/tlgweb/main/www/coolware.htm&usg=__p8nxcqQp9BmZ0Pw9HODgRC5n46c=&h=44&w=71&sz=2&hl=en&start=12&zoom=1&tbnid=voJd6e7WkVWd6M:&tbnh=43&tbnw=69&ei=kN-KTqIMyoWwAruipLIE&prev=/search?q=VDO+Net&um=1&hl=en&sa=N&rls=com.microsoft:*&tbm=isch&um=1&itbs=1
http://www.google.com/imgres?imgurl=http://www.theautochannel.com/media/vxtreme/images/vxtreme_wht_sm.gif&imgrefurl=http://www.theautochannel.com/news/events/ferrari/index.html&usg=__7mKdPbfYFKdiELwC6yVTxUyavOs=&h=38&w=50&sz=1&hl=en&start=13&zoom=1&tbnid=PTPc7ICBkYLx3M:&tbnh=38&tbnw=50&ei=vN-KToGLF6OIsgKu39m9BA&prev=/search?q=VXtreme&um=1&hl=en&sa=N&rls=com.microsoft:*&tbm=isch&um=1&itbs=1
http://www.google.com/imgres?imgurl=http://bizclasshosting.net/Transfer/WebHostingImages/ms%20netshow.bmp&imgrefurl=http://bizclasshosting.net/Transfer/WebHostingImages/&usg=__e0rol5PRQM7cq7VjzeyKl3guvZM=&h=176&w=144&sz=75&hl=en&start=25&zoom=1&tbnid=uzildystHrIq0M:&tbnh=100&tbnw=82&ei=H-CKTuX9OOq2sQKD9uTUBA&prev=/search?q=NetShow+logo&start=21&um=1&hl=en&sa=N&rls=com.microsoft:*&tbm=isch&um=1&itbs=1

BRIGHTCOVE

FIRST ABR SYSTEM

1998: RealSystem G2: “SureStream”
First commmercially successful ABR streaming system
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Some references

» B. Girod, et al, “Scalable codec architectures for Internet video-on-demand,” ACSSC, pp. 357 — 361, 1997.

» Y. Reznik, et al, “Wideo Coding for Streaming Media Delivery on the Internet," TCSVT, 11 (3), pp. 20-34, 2001.
» US Patents: 6314466, 6480541, 7075986, 7885340, ...
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ORIGINAL ABR MODEL

RTSP/UDP-based streaming architecture:
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Public internet is used for delivery

RTSP protocol was used for session control, and UDP (plus RTP or proprietary transport) were used for sending the data
Stream adaptation was done by server, but with most clients — it was client-driven: client was sending requests to switch
Server was also responsible for retransmissions, injecting extra FEC packets, etc.

Everything was sent in “packets”

vV v v v Vv

Important design elements:

» Only one stream was sent of over IP from the server to each client

» Multiple renditions were stored only on the original server, no transmissions of “stacks of streams” to other servers
» This was all before CDNs and relay networks for streaming!

©2023 Brightcove Inc. All Rights Reserved.



HTTP-BASED ABR MODEL

Modern-era HLS/DASH architecture:
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Key differences from RTSP/UDP st

reaming:

» |nstead of streaming server, a regular HTTP server is used as origin
» Stream switching is trivialized to HTTP GET operations originating from streaming client
» The scaling and delivery is delegated to CDN, which caches content on the edge servers, reducing the load on the origin...

Important new factors:

Buffer

Get next
segment

Bandwidth

estimation

Switch
decision

» This works well when the “content” is popular and it becomes stored in the edge cache

» |f content is not popular, and not stored at the edge cache — it becomes pulled from the origin server

» |In other words, CDN helps to improve delivery, but only when some content is popular.
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rate2 &
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THE DISCONNECT

Observations

» ABR Streaming need several encoded versions of the content:
— Multiple streams are needed to achieve better network adaptation and minimize the visibility of stream switches.
— Multiple streams are also needed to support different delivery formats (HLS, DASH, MSS, etc.) and DRM systemes.
— Support for multiple video codecs (H.264, HEVC, AV1, and VVC) also results in a creation of multiple streams

» However, with CDNSs, such streams start “competing” for the CDN edge cache disk space
— This results in more CDN cache misses, and higher load on origin server.
— This also increases delivery costs and makes whole system less reliable, less scalable, etc.

The disconnect

» ABR systems need “more” streams to deliver various functionalities, while
» CDNs need “fewer’” streams to be most effective

Objectives of this talk

> Offer few models quantifying the impact of multiple streams/representations on CDN performance
» Offer recommendations for the design of streaming systems to make them more efficient from the CDN
performance point of view

©2023 Brightcove Inc. All Rights Reserved.
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THE MODELS
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CONTENT POPULARITY MODELS

Let us assume that
» We have a set of items (e.g. videos or segments)
S={s,x=>1}
» The requests to their retrieval can be modeled by an iid source with pmf p(x)

Zeta-distribution model

» Let us also assume that probabilities of retrieval of these items follow Zeta distribution:
x—a
¢(a)

where where «a is a shape parameter, and {(.) is a Riemann Zeta function.

p(x) =

» Thisis a classic discrete distribution model, with many known examples of its use in

similar contexts. E.g. it is known to provide a good approximation of popularity of videos
in YouTube.

» |In bounded case, when x < N, it turns into a well-known Zipf's distribution.

Zeta distribution

|- - Caum
: YouTube Sci|

i . .
40 =l kil 7 B 1 100
Mormalized viOeo ranks

M. Cha, et al, “Analyzing the Video Popularity Characteristics
of Large-Scale User Generated Content Systems,”
IEEE/ACM Trans. Networks, vol. 17, 2009, pp 1357-1370.

N. Kamiyama and M. Murata, "Reproducing Popularity
Distribution of YouTube Videos," in IEEE Transactions on
Network and Service Management, vol. 16, no. 3, 2019, pp.
1100-1112.
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IDEAL CACHE MODEL

Let us assume that Ideal cache hit/miss partition

» We have a cache with capacity of C items — o) E—17,, B5,,_|
» And this cache is “ideal™ 8
— it knows exact probabilities of all items
— Itonly stores C items with highest probabilities of occurrence

Then
» By considering that input items follow Zeta distribution: o BEE
x—(l
p(x) =
¢(a)
» The probability that any randomly selected item x falls outside of cache of size C will be
¢ HC 3 ﬁiiiﬁi_ﬁc cache
] C, — 1 . z — 1 . , ] Less effective cache
Pmiss(C, @) lep(x) () 00

where He , = ¥$_; x~% is a generalized Harmonic number

» When cache size Cis large, this asymptotically turns into: L i 500 1000

References

P. Franaszek and T. Wagner, “Some distribution-free aspects of
paging algorithm performance,” JACM, 21(1), 1974, pp.31-39.

P. R. Jelenkovic, “Asymptotic approximation of the move-to-front
search cost distribution and least-recently-used caching fault

Pmiss LRU(C.Q) (1 1) [F (1 1)161 ) probabilities,” Ann. Appl. Probab., 9 (2), 1999, pp. 430-464.
a a

» For LRU caches it is also known that:

Pmiss (C,CZ ) P. ideat 12

For small a this ratio is close to 1! LRU is not that far from the ideall

o ©2023 Brightcove Inc. All Rights Reserved.



Let us next assume that

EFFECT OF 2 FORMATS

» We have 2 sets of content items (e.g. same video in HLS and DASH formats):
Sl — {Sl'x,x > 1}, and Sz — {Sz_x,x > 1}

» Relative usage probabilities of these 2 sets:

» Full probabilities (p(x) - content popularity distribution):
P(51,x) =m; -p(x) and P(Sz,x) =1, - p(x)

T = {1y, M5}

Structure of probability-ordered items in the cache (z; > m,):

Item Probability Comments
S11 mp(1) The 1stitem in more widely used format
S1x m1p (%) a
X = \(—1)“‘ , solution of m;p(x) = m,p(1)
T2
S21 m,p(1) The 1stitem in less widely used format
S1x+1 mp(x + 1) Subsequent items in more widely used format
S1,%, m1p(x2) - % .
Xy = \2 (n—l) ‘ , solution of m;p(x,) = m,p(2)
2
S22 ,p(2) The 2"d item in less widely used format
13,41 mip(xy + 1) Subsequent items in more widely used format

» NB: ltems from less widely used set become injected with a step size of x ~ (1, /m,)1/® |

BRIGHTCOVE
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CACHE MISSES WITH 2 FORMATS

Some asymptotic formulae Relative increase in cache miss

> With large cache size C and two versions of items with m;, 7, usage probabilities: probability in case of using 2 formats.

1 L% (cl-a 1
Pmiss,?2 (€, a,m) ~ (T[f T T[g) (a — 1) (a) (1 +0 <E)>

> This looks similar to cache miss probability in case of singe set/representation:

C " 1+0 .
Prmiss (C, @) ~ (@ —1)(a) + <E)

Relative increase of cache miss probability

> |If we next look at the ratio:;

a
Pmiss,2 (C,a,m) _ (Tté n T[%)
Pmiss(C, @) 1 2

5(“: 77:) =

we discover that it becomes asymptotically independent on C!

> |n other words, considering any CDN with reasonably large cache, we can predict that

(04
the use of 2 versions (formats) will increase its cache miss probability by (ni/“ + n;/“)

©2023 Brightcove Inc. All Rights Reserved.
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CACHE MISSES WITH K FORMATS

Asymptotic result for k formats

> More generally, it can be shown, that asymptotically (with large CDN cache size) the use
of k versions will increase its cache miss probability by a factor of

a
1

Can) [x
Pmissk\L, &, TT

(a,m) = ' ~ E &
J Pmiss (C: C() = l

Where a is a parameter of content popularity model, and = {n4, ..., ™.} are the usage
probabilities of each format

= lImll1
a

Observations

> The worst impact happens when all formats are equally probable:
77'-1 —_— cee = T[k
> The higher is the asymmetry in usage of different formats (or renditions), the better it is

from CDN efficiency standpoint:
;> 1= &am) -1

Recipe for success

> To improve CDN performance with multiple representations/formats - pick one
“preferred” representation, and direct as many possible clients/devices use it!

Relative increase in cache miss
probability in case of using 3 formats.

Reference;

Y. Reznik, T. Teixeira, and R. Peck, "On Multiple Media
Representations and CDN Performance," Proc. ACM Mile-
High Video Conference (MHV'22), March 2022 Pages 56-61.

©2023 Brightcove Inc. All Rights Reserved.
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CACHE MISSES WITH ABR LADDERS

Given

> k-the number of streams

R ={R4, ..., R} } — bitrates of streams in encoding ladder
m = {mq, ..., T} — load probabilities of each stream

S — cache capacity (bits)

a — parameter of content popularity model|

vV v v Y

It can be show that asymptotically with S — oo

( a %)“ (S/R*)t® 1
pmiss,k(S;R;T[;a) =\ +"'+7Tk 1+0 E

(1= a)q(a)

where

1 1 1
R* = 1 1 (nle + -+ n,‘c‘Rk)
ety
Is the average rate of the content as it stays in the cache

Recipe for success

> Use network statistics as input for encoding profile generation
> EXisting product: Brightcove's Content-Aware Encoding

Examples of ABR ladders

CAE-generated ladder

CODEC FORMAT RESOLUTION FRAMERATE | BITRATE
HEVC | HDR10 960x540 59.94 1680
HEVC | HDR10 1280x720 59.94 2414
HEVC | HDR10 1920x1080 59.94 4050
HEVC | HDR10 2880x1620 59.94 6754
HEVC | HDR10 3840x2160 59.94 11483

References

Y. Reznik, K. Lillevold, A. Jagannath, J. Greer, and J. Corley,
"Optimal design of encoding profiles for ABR streaming," Proc.
Packet Video Workshop, Amsterdam, The Netherlands, June 12,
2018.

Y. Reznik, T. Teixeira, and R. Peck, "On Multiple Media
Representations and CDN Performance," Proc. ACM Mile-High
Video Conference (MHV'22), March 2022 Pages 56-61
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APPLICATIONS

©2023 Brightcove Inc. All Rights Reserved.




MULTI-CDN DELIVERY
APPLICATIONS / UTILITIES

» Multi-region delivery
Better scale (load balancing)
Improved reliability (failover)

Improved QOE (QOS/QOE optimizations)

v v .Y

BUT..CAN IT ALSO REDUCE THE COSTS?

» The intultive answer is no:
> Each CDN comes with a rate ladder
> Splitting the volume leads to higher rates

| CDNA CDN-B| | CDNA CDN-B| Mixed CDN-A + CDN+B deplovement
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O

Video Delivery Market 2022—2028
Executive Summary

Open Caching challenges Public, Private CDNS, as WebRTC and
Decentralized-CDN tick on
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MODEL OF MULTI-CDN SYSTEM
VARIABLES

» Edge volume: V,, Vp
» Origin volume: Vy 4, Vo5
» Cache miss probabilities: pu, ps

223 RELATIONSHIPS

» Origin/edge volume:

Transcoder

Voa =Va Da
Vop = Vg " D5
COST MODELS o FULL COSTS
» CDN costs: " » Origin + CDN costs:
Ci = R,- V. Ry =piecewise(Vy,...) m__‘j Coa=Con+Cs=Va(pa-Roa+Rs)
Cg = Rg- Vg, Rp=piecewise(Vg,...) Csp = Cop+Cp = VB(pB ‘Rog + RB)

» CDN commits add extra constraints » Effective rates:

» Origin costs: E0.04 Ry o =Da Roa+ Ry
Coa = Roa- Voa Roa = piecewise(Vy 4, ...) ~10x Ryp =pg-Rop + Rp

Cop = Rop- Vo Rop= piecewise(VO,B,...) 0021

» GCenerally, origins are more expensive | ]
0 50 100 150 200
Monthly volume [TB]

©2023 Brightcove Inc. All Rights Reserved.
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LESS EXPENSIVE PATHWAY
COMPARING THE COSTS

» Assume that origin costs are the same:
Roa = Rop = Ro

» Effective rates along each pathway:

RZ,B = ppg - RO + RB Transcoder Players

» Pathway A is less expensive If:

Ryg<Ryp = ps-Rop+Ry<pp-Rp+Rp

Rg — Ry _

= Pa —Pp <

EXAMPLES

SYNOPSIS & Da Pp Pa — Pg LESS EXPENSIVE PATHWAY
CDN A is cheaper & better in cache performance 0.02 0.002 0.0025 0.025 0.07 0.1 -0.03<¢ A

CDN A is cheaper & worse in cache performance 0.02 0.002 0.0025 0.025 0.1 0.07 0.03>¢ B
CDN A is more expensive & better in cache performance 0.02 0.0025 0.002 -0.025 0.07 0.1 -0.03 < ¢ A

w

CDN A is more expensive & worse in cache performance 0.02 0.0025 0.002 -0.025 0.1 0.07 0.03>¢

NB: cache performance has a major impact on overall costs and choice of best pathway.

©2023 Brightcove Inc. All Rights Reserved.
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CACHE MISS MODELS
FUNDAMENTAL RELAT'ONSH'P Related publications / studies

» |f content is popular, it gets cached with higher probability
» But... such relationships may vary across CDNs, regions, and under different load
» To describe them we may use parametric models, e.g.:

1 1

[~
N
W
=]

~

=)
T

~N

th
T

[y
]
T

(]
2

[

[

th
T

Miss percentage (%)

]
T
=
=]
R =

Median server delay (ms)

pa(v) = pp(v) = )
14+ (w/v)?V’ 1+ (v/vg)?’ ° :
where
v — content access frequency (e.g. requests/day) | T -
pa(v), pg(v) — cache miss probabilities of CDN A and CDN B, respectively 3
Va, Vg — CDN-specific model parameters :
% — model shape parameter a e 2l e monatne —
. ‘L  cache/ ofigin -
Models for gamma=1 Models for gamma=2 o 32(::;:;00 e Ft;t[i)o N ?
EXAM P LES |=—— cDN A CDNB —— CDN A CDN B
1 1
_ P. Franaszek and T. Wagner, “Some distribution-free aspects of
' paging algorithm performance,” JACM, 21(1), 1974, pp.31-39.
» Assume that s 0s .“ . .
— 50 =20 = = P. R. Jelenkovic, “Asymptotic approximation of the move-to-front
UA - ) UB - = (=1 . . . 0
& & search cost distribution and least-recently-used caching fault
2061 2 0.6 probabilities,” Ann. Appl. Probab., 9 (2), 1999, pp. 430—464.
» Model plots for E T§ S. Triukose, Z. Wen, and M. Rabinovich, “Measuring a
— . . @ Commercial Content Delivery Network,” ACM WWW, 2011.
Y = 1,2 504 2041
%3 o M. Ghasemi, P. Kanuparthy, A. Mansy, T. Benson, and J.
& E Rexford, “Performance characterization of a commercial video
02 02 streaming service,” ACM ICM, 2016.
1 Y. Reznik, T. Teixeira, and R. Peck, “On multiple media
04 — — . 0 — — , representations and CDN performance,” ACM MHV, 2022.
1 510 50 100 500 1000 1 510 50 100 500 1000
Acess frequency. v Acess frequency. v
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FINDING LESS EXPENSIVE PATHWAY

INITIAL SOLUTION

» Forfixed ps,pp , We already established that:

Transcoder

ACCESS FREQUENCY RANGES

» Models for cache miss probabilities:
1 1

1+ (v/vy)Y’ ps(v) = 1+ (v/vg)Y
» Solution w.r.t. access frequency v:

pa(v) =

[O, OO) lf Uy < VUp and RA < RB
(vi,v3) if v4<vg and R4y > Rpg

[O, vik) U (U;,OO) lf Uy > VUp and RA < RB
1) if v4>vp and Ry > Rp

» Where v{ < v; are the real positive roots of
1 1
1+ (/)Y 1+ (w/vg) J

» E.g,fory=2:

1

N

vy =

\/Uf —vg —&Wi +vp) - \/(Vﬁ - VLZ;)(UA —vp—&(vy + UB))(VA +vp — (Vs — UB))

1

N

v, =

\/Uj —vE - & +vE)+ \/(Uf - Ué)(UA —vp—&(va + UB))(UA +vp — (Vs — UB))

MEVETS Il

EXAM PLE

vVvyy

\4

CDN Ais cheaper: Ry < Rg, £ =0.025
But worse as a cache: v, = 50,v5 = 20
Roots: vy = 3.51 and v, = 284.76
The solution: v € [0,v]) U (v;, )

NB: using pathway A in this case
Mmakes sense only for high access or
long tail content!

| = cDN A CDNB

= = ot
+ T i

Cache-miss probability, p(v)

=
[

1 510 50 100 500 1000
Acess frequency, v

——py V) —pglv) — g [T R =R g
05

S S S
[ L .
1

Cache miss probability difference

[}
=t

T T T T - T _*
1 5 10 50 100 500 1000
Acess frequency, v
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VOD: BEST PER-ASSET CDN ASSIGNMENT

CONSIDER A LARGE CATALOG

» Videos are ordered according to access frequencies
» Follow Zeta distribution:

u@ = ¢(a)~ti”

where a is a shape parameter, and {(@) is the Riemann’s Zeta function, i is an asset index.

BEST PER-ASSET CDN ASSIGNMENT

» For given CDN prices Ry, Ry and cache miss models p,(v), p4(v), we can show that:

RZ,A < RZ,B =

where i} = (v3/C,)~ Y%, i5 = (vi/C,)~Y* are boundary points, C, - normalization constant

EXAMPLE

| =—— Content popularity CDN-B CDN-A

» CDN Aischeaper.R, < Rg, ¢ =0.025 DZJ
» \Worse as cache:v, =50,vg =20,y =2

» Roots:v; ~ 3.51and v; =~ 284.76 o
» Contentdistribution: a = 1.16, C, = 1000

» Boundary points:i; = 3, i; = 130 0001
» Solution for CDN-A: i€ [1,i]) U (i3, o) :

0 50 100 150 200 250 300
Asset index 1

QQQ
[Tl
[t = =

Transcoder

Players II

Reference: Y. Reznik, et al, “Reducing Delivery Costs by
Optimal Multi-CDN Traffic Allocation”, ACM Mile-High Video,
Denver, CO, May 2023.
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VOD: COST OPTIMIZATION PROBLEM
GIVEN

» R,(V),Rg(V) — price/rate ladders for CDNs A and B
» V4 min VB min — minimum volume commits for each CDN .
» Roa(V),Rop(V) -rateladdersfororigins Aand B ﬁ
» p,(v,V),pg(v,V) -cache miss modelsfor CDNs A and B Henscocet Players I
» u(i),i€[1,N] — content popularity distribution across catalog
> Vs =V, +Vp — total volume delivered by the system

FIND

» i, ip: iy Uig =[1,N]-subsets of catalog items routed to CDN A and B, respectively

SUCH THAT

. % . % ] i i Reference: Y. Reznik, et al, “Reducing Delivery Costs by
Cs.a (iy) + Cs (ig) = min Cs A (iy ) + Csp (ig) Optimal Mul-CON Trafic Allcatior”, AGM Mie-High Video.
. s . enver, CO, May 2023.
ig,lp: [4Vip =[1,N]

VA(iA)ZVA,min
VB(iB)ZVB,min

WHERE

> Vi(ia) = Ziei, Vs uld), Vp(ip) = 2ieip Vx u(i) —edge volumes delivered by CDN A and B, respectively
> Voalia) = Yiei, Vo u(@®) - pa(Veu(®),Va(ia)), Vog(ip) = Xiey, Ve u() - pap(Vz u(), Vg (iz)) — volumes processed by each origin server
> Cya(in) =Vpalia) R (VO,A (iA)) + Va(is) " Ry (VA (iA)), Csg(ig) = Vo p(ig) - R (VO,B (iB)) + Vg(ig) - Rp (VB (iB)) —total costs along each pathway
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CONCLUSIONS

ANALYSIS OF CACHING ALGORITHMS IS AN OLD SCIENCE

» LRU/FRU schemes have been extensively studies since 1960s
» Many good results exists
» Allow simple extensions to multi-format or ABR-ladder-type cases

HIGHLY USEFUL TODAY

» Analysis and optimizations of CDN-based delivery systems
» ABR, multi-format, and multi-codec systems

» Multi-CDN systems

» Hybrid delivery systems

» Etc.
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