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MULTI-CDN DELIVERY

ESSENTIAL FOR

» Multi-region delivery

» Better scale

» Improved reliability / failover
» Improved QOE

NOT TRIVIAL TO IMPLEMENT

» Many approaches proposed over last decade

manifest rewrite

playback. No matter the volume of simultaneous session
resets, this method reduces the chances of a cascade
effect that may hamper the video workflow.

Architecture Pros Cons
. . : : , Switch delay is more time-consuming, ranging from 300
DNS-based Egi Iasl\:\?ae :'2?22?;5222}:;'#:'0% since the source video seconds to even five minutes in case of CDN failures. This
y ' can immensely hamper the user QoE.
Better user experience due to midstream switching Rewriting the manifest can sometimes bring about errors
On-the-fly eliminating the need for hard refresh during video Midstream switching is not completely seamless, and

takes time for the server to understand that a particular
CDN is unavailable.

It is a relatively simple CDN switching method to

Page loading may take some time, adding to delays. Since
CDN switching is based on the collective data from many

Seamless midstream CDN switching is possible.

Server-side !mplement since changes happen in the server itself that clients, it does necessarily consider the unique conditions
is easier for the operator to control. :
of the actual clients.
QoS data is almost accurate as it is fetched based on It is a complex procedure to implement when built in-
Client-side individual clients’ local and real-time performance metrics. | house due to the code complexity of the algorithms that

requires detailed planning.

https://www.svta.orq/2023/01/03/investigating-approaches-to-multi-cdn-delivery/
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HLS/DASH CONTENT STEERING

General concept

I
Orlgln '. Players
GET "https.://steeringserver.com
ManlfeSt CDN ?session=abc

& DASH_pathway=
& DASH_throughput=145000"

<BaseURL servicelLocation=" "> /</BaseURL>
<BaseURL servicelLocation=" "> /</BaseURL>
<ContentSteering defaultServiceLocation="

queryBeforeStart="true">https://steeringserver.com>
</ContentSteering>

"VERSION": 1,
"TTL": 300,

"RELOAD-URI": "https://steeringserver.com?session=abc"
"SERVICE-LOCATION-PRIORITY": [" "

Pros:

» Standards based

» The same steering protocol & server is used for both HLS and DASH

» Simple integration — no need to patch players!

» Backwards compatible

» Complements the existing BaseURL redundancy / failover behavior mechanisms

©2024 Brightcove Inc. All Rights Reserved.
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CONTENT STEERING SERVER

Direct implementation

.. Players

Manifest CDN @

CDN Logs, player
Steerlng server
Business
es QOS/QOE
Busmess rules / S/ R
session DB

Challenges / tradeoffs:

» TTL time: 300s default is too long! Suitable for basic CDN load balancing. Not suitable for QOE optimizations.
» Scalability: the steering server should be at least as scalable as manifest CDN!
» Costs: reducing TTL will increase number of requests and traffic to the steering server!

©2024 Brightcove Inc. All Rights Reserved.
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CONTENT STEERING @ EDGE

Edge-based implementation

. [ oy
eta ye I'S
< P oo ”/Z

GET <URL> ?state=<session state>

/ & DASH_pathway=
Manifest updater 14 Manifest CDN & DASH_throughput=145000"
!

Business .
o Steering master " Steering servers | ﬁ
! edge
Business rules / . e
| . - Stateless
Oogic Steering DB functions

CDN Logs, player
events

Analytics engine
QO&QOEdma_—””///////////

Advantages:

» TTL can be much smaller — comparable to player buffer delay
» Enables QOE optimizations, faster switching / failover, more precise load-balancing.
» Scales well. Multiple CDNs or platforms can be used for redundancy.

©2024 Brightcove Inc. All Rights Reserved.
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TECHNOLOGY DEMONSTRATION

< O G

hitps//www.content-steering.com

BRIGHTCOVE

CDN configurations

Edge platform

Media / Format

Streaming client

0:15/10:34

Steering Data

Request
Timestamp

Steering URL

Content Steering demonstration

Pathway CDN vendor Enabled Load allocation Usage [MB] Apply
cdn-a Cloudfront [ @] % 30 (o]

cdn-b Fastly % 30 6.26

cdn-c Akamai [ @] % 40 0]

Akamai EdgeWorkers ~

Big Buck Bunny - DASH with Content Steering

===dash.js

DASH.js

2024-06-17T20:20:03.2552

URL

https:/fakamai.content-steering.com/dash.dcsm?steering_param

T L N

SUNTE SR AR Y Y

CDN priority order
l.cdn-b 2.cdn-c 3.cdn-a

CDN Selection

Fragment Requests

Service
Type Location Request URL
Audio cdn-b https://ffastly.content-
steering.com/bbb/audio_128kbps/seg-39.n
Video cdn-b https://ffastly.content-

P e L Ry N B P PR I Ta e Ta T PV Yo Ny el

b

A Yy Mt % - O
o2 0O (R > ffb {E = Network <> {of 6 -+ (:) e
® @ =2 Q O preservelog [ Disable cache Nothrotting ¥ % T o bxs
= Filter O invert [ Hide data URLs [ Hide extension URLs
Al Fetch/XHR | | Doc || €55 || JS || Font || Img || Media || Manifest | WS | | Wasm | | Other
[J Blocked response cookies [] Blocked requests [] 3rd-party requests
50000 ms 100000 ms 150000 ms 200000 m=s I
Name “l Headers Preview Response Initiator ~ Timing
Gy forced_pathways 1 <MPD xmlns="urn:mpeg:dash:schema:mpd:2811" xmlns:mas="urn:ma &
{ forced_throughputs 2 <BaseURL servicelocation="cdn-b">https://fastly.content-st
D playlist_steering_akamai_htt... 3 <BaseURL servicelocation="cdn-c">https://akamai.content-st
&3 dash.dcsm?steering_params 4 <BaseURL servicelocation="cdn-a">https://cloudfront.conten
d X _I 5 <Contentsteering defaultServicelocation="cdn-b" queryBefor
[E ata:image/svg+xml;... & cPeriods
B data:image/svg+xmil;... 7 <AdaptationSet mimeType="audioc/mp4" segmentAlignment="tr
Oy initmpa -] <SegmentTemplatle duration="1984" initialization="$Repr
) initmpa 9 <Representation asudioSamplingRate="48808" bandwidth="1
o 1@ <AudioChannelConfiguration schemeIdUri="urn:mpeg:das
seg-l.m4f 11 </Representation>
O3 seg-1.maf 1z </Adaptationset>
[3 dataiimage/svg+xmil;... 13 <AdaptationSet mimeType="wvideo/mpa"” scanType="progressiv
D seg-2.maf 14 <SegmentTemplate duration="2882" initialization="%Repr
O ini 15 <Representation bandwidth="453886@" codecs="avcl.54882
init.mp4 16 <Representation bandwidth="2445834" codecs="avcl.4D481
O seg-2.m4f 17 <Representation bandwidth="1412255" codecs="avcl.4D421
D seg-3.m4f 18 <Representation bandwidth="783322" codecs="avcl.4D481E
D) seg-4.maf 19 </Adaptationset>
r 2@ </Period:>
O seg-5.m4 21 </MPD>
D seg-6.maf 22
D seg-7.maf
D seg-3.maf
D seg-9.maf
D seg-10.maf
O seg-11.m4f
O3 seg-12.m4f
O3 seg-13.m4f
[ seg-14.m4f
[ seg-15.m4f
O seg-16.m4f
O3 seg-17.m4f
O seg-18.m4f
O seg-19.m4f
O seg-20.maf
D seg-21.maf
D seg-22.maf
D seg-23.maf
D seg-24.maf
O seg-25.m4f
O seg-26.m4f
D seg-27.m4f
O seg-28.m4f
O seg-29.m4f
[ seg-30.m4f
O3 seg-31.m4f
01 seg-3.maf
O seg-4.maf -
0 seg-5.maf v co— 3
B e T T o
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PERFORMANCE STUDY SSVIA
Methodology

www.testbed.content-steering.com

» Systems compared: Playback statistics 2

> CDN A/B/C - single-CDN systems Volume
. . System CDN A + B + C + Content Steering CDN A CDN B CDNC
= CDN A+B+C — multi-CDN system with content e
Ste e r i n g Seconds played 2908810 1656690 1748420 1828050

Traffic [GB] 54573 45298 413.86 476.68
CDN-A:174.67 [32.01%)]

CDN-B: 157.20 [28.80%]
CDN-C: 213.87 [39.19%]

» Testing orchestration

> Qver 150 proxies utilized Qos
> Broad spread of geo locations N S i
> Using K6, and several VPN networks hroughput 50 (Mops]
Latency [ms] 4530 98.61 257.50 9035
> VO | u m eS (L:a;.:n:vyv:;l[gr:s] 12:54 1072.27 234.5'\ 295.02
= QOver 8000 sessions -
(o]
= QOver 1300 of playback hours E—
> Over ]STB Of med|a data dellve red S G s 79853 973.07 166790 1018.01
Re-buffering ratio [9%] 0.03 0.54 557 0.54
° o Re-buffering events [#/session] 0.06 019 704 omn
» Protocols & clients:

> DASH, DASH.js client et e
> HLS, HLS,js client

» Steering servers, analytics start playback session

System CDN A + B + C + Content Steering v Pathway Target load allocation
Brightcove Media/Format | oo auceoumy oa -
cdn-b 3%
Streaming client DASH.js v
cdn-c 33%

©2024 Brightcove Inc. All Rights Reserved.
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I E R I o R MAN C E s I u D I /‘ Streaming Video Technology Alliance

Performance in different regions

Playback statistics = Playback statistics =]
All Continents ~ France ~ All Streaming protocols All Continents e India e All Streaming protocols v
Volume Volume
System CDN A + B + C + Content Steering CDN A CDN B CDNC il CDN A+ B+ C+ Content Steering CDNA CDNB CDNC
Video views 272 148 177 128 Video views L= U @z e
Seconds played 164962 89936 107333 82577 Seconds played 71259 63462 56869 56957
Traffic [GB] 27.23 16.33 2318 13.02 Traffic [CB] 13.09 17.22 14.14 1513

CDN-A: 2.28 [17.40%)]
CDN-B: 0.87 [6.66%]
CDN-C: 9.94 [75.94%]

CDN-A: 0.48 [1.77%]
CDN-B: 26.29 [96.52%)]
CDN-C: 0.47 [1.71%4]

QoS QoS
System CDN A + B + C + Content Steering CDN A CDN B CDN C System CDN A + B + C + Content Steering CDN A CDN B CDN C
Throughput [Mbps] 312.89 186.37 165.64 142.39 Throughput [Mbps] 451909 36.65 827 47.27
Throughput SD [Mbps] 45487 264.07 29398 20392 Throughput SD [Mbps] 410 3736 12.24 41.25
Latency [ms] 16.70 2297 19.31 26.29 Latency [ms] 73.20 139.79 583.60 57.69
Latency SD [ms] 62.32 5298 6723 65.49 Latency SD [ms] 191.72 221.82 1838.23 141.54
CDN switches 2 (0] (0] 0 CDN switches 7 (0] 0] (0]

QoE QoE
System CDN A + B + C + Content Steering CDN A CDN B CDN C System CDN A + B + C + Content Steering CDN A CDN B CDN C
Start time [ms] 399.94 376.24 642.87 391.55 Start time [ms] 122316 1724.05 3875.79 1676.91
Re-buffering ratio [%] 0.00 0.00 0.00 0.00 Re-buffering ratio [%] 014 0.22 468 1.81
Re-buffering events [#/session] 0.00 0.00 0.00 0.00 Re-buffering events [#/session] 0.24 0.31 490 0.36
Video bitrate [Mbps] 563 4.90 5.67 568 Video bitrate [Mbps] 5.42 5.29 3.81 5.65
Resolution [lines] 1056 967 1061 1053 Resolution [lines] 1036 996 783 1053
Rendition switches [#/session] 0.01 0.0 0.01 0.04 Rendition switches [#/session] 0.59 118 0.83 0.27

» Improvements depend on:

> Diversity of performance of CDNs used in the mix
> The more diverse it is the more QOE/QOS gains are achievable
> This translates to geographic reach: the wider it is the more important is multi-CDN and QOE-based steering

©2024 Brightcove Inc. All Rights Reserved.
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Streaming Video Technology Alliance

PERFORMANCE STUDY
QOS/QOE gains

Playback statistics

Playback statistics

All Continents w Hong Kong ' All Streaming protocols All Continents ~ India ~ All Streaming protocols v
Volume Volume
System CDN A + B + C + Content Steering CDN A CDN B CDN C System CDN A + B + C + Content Steering CDN A CDN B CDN C
Video views 134 139 133 131 Video views 131 N4 109 104
Seconds played 75208 76232 69627 73343 Seconds played 71299 63462 56869 56957
Traffic [CB] 14.51 22.81 17.31 20.33 Traffic [GB] 13.09 17.22 1414 1513
CDN-A: 0.76 [5.27%] CDN-A: 2.28 [17.40%)]
CDN-B: 0.33 [2.26%] CDN-B: 0.87 [6.66%]
CDN-C: 13.42 [92.48%] CDN-C: 9.94 [75.94%]
QOS QOS
System CDN A+ B+ C+ Content Steering CONA CDNB cbNC System CDN A+ B+ C + Content Steering CDNA CDNB CDNC
Ui bl s S =055 Iz LS Throughput [Mbps] 4599 36.65 827 4727
Throughput SD [Mbps] 4109 asls Uzl “2.69 Throughput SD [Mbps] AR 2736 12.24 4125
Latency [ms] =21 20577 84555 o153 Latency [ms] 73.20 13979 583.60 5769
Latency SD [ms 127.28 258.43 430.34 204.69
v SD [ms] o Latency SD [ms] 191.72 221.82 183823 141.54
CDN switches 5] 0 o} ] i
CDN switches 7 0] 0 0
oE
Q QoE
System CDN A + B + C + Content Steering CDN A CDN B CDN C
System CDN A + B + C + Content Steering CDN A CDN B CDN C
Start time [ms] 1275.35 1918 .46 358155 1768.08
Start time [ms] 122316 1724.05 387579 1676.91
Re-buffering ratio [%] 0.04 0.04 430 0.07
Re-buffering ratio [34] 014 0.22 4.68 1.81
Re-buffering events [#/session] 0.04 0.20 817 0.21
Re-buffering events [#/session] 0.24 0.31 490 0.36
Video bitrate [Mbps] 5.61 479 3.49 5.50
Video bitrate [Mbps] 5.42 5.29 381 565
Resolution [lines] 1058 919 745 1025
Resolution [lines] 1036 996 783 1053
Rendition switches [#/session] 0.24 2.29 0.6l 124
Rendition switches [#/session] 0.59 118 0.83 0.27

» Substantial improvements:

> Up to 30% higher resolution
= Up to 5x reduction in buffering
> Up 5x fewer switches

©2024 Brightcove Inc. All Rights Reserved.
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INDUSTRY ADOPTION

Significant momentum

» Players:

Media Player

===dash s

@ VIDEO.JS

W)

Shaka

Player

G ExoPlayer
hls.js

[ AVPlayer

DASH Content Steering | HLS Content Steering

since version 4.5.0
since version 8.8.0 since version 8.8.0
since version 4.6.0 since version 4.6.0

planned for 2024 planned for 2024

» Packagers & servers:

> Brightcove, Synamedia, Google (Shaka

» Standards & guidelines
» |[ETF RFC 8216bis (HLS
» ISO/IEC 23009-1 (DASH

» ETSITS 103998

DASH-IF Content Steering

» Open source tools

CDN1

=

CDN2

Manifest Manifest
updater CDN

Test/Demo

controls Edge steering
serves

Streaming Video Technology Alliance

&' O | O suesmingvideo-technology-all X | = 0 X E—
" M () streaming-video-technology-all X | 4 -
8 Sliance/content o £y
<« C (&  httpsy/github.com/streaming-video-technology-alliance/content_steering_at_edge g A QI m = @ R E] [/} —
" <« C @  https//github.com/streaming-video-technology-alli g-prototy, B A % | m ® o
= O streaming-video-technolo... / content steering_at_ed.. 8  Q Type[/to search > +-||O[n|e -
=0 9 / ing-prototy... & Q c > [+ -][e][(n](e
<> Code (@ Issues 11 Pullrequests @ Actions @ Security |2 Insights
<> Code (@ Issues 11 Pullrequests ® Actions [ Projects [0 wiki @ Security |2 Insights
3 content_steering_at_edge riate @Watch 0 v || ¥ fok 0 v || Y7 sar1 - -
L@ content-steering-prototype  rrivate Owatch 0~ ¥ ok 0 v ¥ sar 1~
¥ main ~ | ¥ 18ranch ©0Tags Q Gotofile © + BETRE  About
P master ~ ¥ 18ranch © 0Tags Q Gotofile © + XSRS About
This repository contains the original
@ ouillemcabrera Using multiple reported pathways & throu.. @8 89057ec-6monthsago D) 7 Commits Content Steering @ Edge proposal from No description, website, or topics provided.
Brightcove @ ab2022 update priority name 47b9283 - 10 months ago D) 6 Commits -
B8 manifest-updater Add manifest-updater component last year [0 Readme
hs cdn dash  contentsteering B endpoint add support for PATHWAY-PRIORITY and L. 10monthsago 4+ Activity
W steering-server Using muliple reported pathways & throug.. 6 months ago et
9 y 9 cdn-switching Custom properties
W nginx-consteer-module differentiate between BASEURL and LOCATL.. 10 monthsago | = CUstom propert
DO ucensemd Add License last year [0 Readme ¥r 1star
D) LICENSE-201¢ add license 1B | o owatching
D ReADMEMd Add repo README lastyear | B Viewlicense -
A Activity [ Readmemd update priority name 10monthsago ¥ Oforks
[ README & License o iz B Customproperties Releases
?r st [0 README 7 =
® 0watching
Content Steering @ Edge ¥ ofors ) )
Comcast server side Content Steering prototype

This repository contains an implementation of CDN switching technology utilizing Content
Steering mechanisms of HLS and DASH standards.

Packages

This repository contains a working server side implementation of CDN content steering. The

——— d functionality was validated with dash s reference player version 4.6.0. There are 2 parts as

The unique aspect of this implementation is a stateless operation of the steering server. It is T described below.

effectively a function that may be executed once per server request. Such implementation Languages

enables highly scalable and cost-effective deployment using edge computing capabilities of Part 1. NGINX module ‘
advanced CDNs or edge platforms The NGINX module adds the xml elements needed enable content steering to DASH ® Crtoas @ Gooes

The other feature of this implementation is a much lower TTL response period achieved in manifests.

communication with the streaming players. This enables steering servers to react faster,
achieve more precise switching behavior, and perform context-adaptive delivery

Part 2. Steering Endpoint
optimizations maximizing QOS/QOE.

u Golang program that serves a steering endpoint APL. It responds to HTTP GET requests with
the following json for example:

htt_ps:/ /github.com/ streaming-video-technology- https://github.com/streaming-video-technology-
alliance/content_steering_at_edge alliance/content-steering-prototype
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