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MULTI-CDN MEDIA DELIVERY

Key benefits / utilities BIG TOPIC
» Multi-region delivery

. EBU R Video Delivery Market 2022—2028
» Better scale (load balancing) -
» Improved reliability (failover) s -
» Improved QOE (QOS/QOE optimizations)
» Lower operating costs (?)

Investigating Approaches,to Multi-CDN
Deliyery

Challenges

» Not trivial to iImplement
> Switching delays
> Seamless mid-stream switching problem
> Analytics collection
» Not trivial to deploy and operate
> Manual vs automated models

CDN Market by Technology, Platform,

> Optimization criteria : © 5 sk
> Optimization algorithms = AR TOR STMIND
> QOperating costs A | ¥ s IVIIINL
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ARCHITECTURES FOR MULTI-CDN SWITCHING

DNS-based switching
Manifest updates
Client-side techniques
Server-side techniques
HLS/DASH content steering

©2025 Brightcove Inc. All Rights Reserved.
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DNS-BASED CDN SWITCHING

Principle of operation

» Uses DNS servers to redirect traffic between different CDNs.

» Decisions about switch are produced based on analytics data collected CDNI DallEry r
either directly from active players, or from instrumented players (probes) ‘ ' &

running in different regions.

Examples

» NSI1 (nhow IBM)
» Cedexis (now Citrix)
» Akamai GTM €

Pros nternet e

» Relatively simple to implement. o——8¢ rq

Request

Request

» No changesin CMS, players, or servers as source video URL always remains
constant.

Cons

» Switch delay is affected by DNS update propagation statistics.

» Practically it can range from several minutes to 1 hour (or even longer in
some cases). This may affect QOE or availability of service if switching
executed as a failover operation.

» Seamless in-stream switching is challenging. One must ensure exactly the
same copies of content to be available on both CDNs, with identical sizes,
timestamps, and availability timilines.

©2025 Brightcove Inc. All Rights Reserved.



CLIENT-SIDE SWITCHING

Principle of operation

» Streaming client operates extra logic that decides when to switch between
different CDNs

» Information about performance of alternative CDNs is obtained either by probing
them occasionally or by pulling QOE statistics reported by other players in the
same region (cross with P2P streaming).

Examples

» StreamRoot/Lumen
» System73
» DVB-DASH profile

Pros

» QoS datais accurate as it is fetched based on individual clients' local and
real-time performance metrics.
» Seamless midstream CDN switching may be possible.

Cons

» Requires updates of players.

» May not be feasible on some (“black box") platforms

» Maybe challenging to built in-house due to the code complexity of the algorithms
that requires detailed planning, experimentation, and testing.

BRIGHTCOVE
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CLIENT-SIDE SWITCHING: EXAMPLE 1

CDN Load balancer by Lumen (StreamRoot)

» Limited ("SVTA Labs”) implementation is available in open source

CDN global score
CDN QoS score %

Commercial version Open-source version
SRS < £ 0|0 achnology-all x| *
| s bt wn [ ;, a I~ - € G ¢ nuncom : ¢lo o @ -
Lumen Eo\cke,naf Prgv‘ous Viewers OR us;i:;—?d:;‘;re ?DLN;\er e ors because O streaming-video-technology-allia.. / cdn-load-balanc.. 8  Q 10 s > + - (@11 & ‘:
/ i | (BO\CJC&N:I) . Ge::gr nity | <> Code (D lssues 3 I Pullrequests @ Actions [ Projecs M wiki @ Security |2 Insight ‘
‘62’ - “;; G Z— = - ' — -_.ﬁ - fi“"ﬁc“'a‘ oplaatiors ‘ I3 cdn-load-balancer ©watch 0 T ostar 4
d;j '9;, ,(/’ local conﬁ? R‘e \‘\ GGGGGG Score |
(:']&‘ %\P e ‘.' eDN A 100 .‘ - . ¥ main + P 1Branch ©0Tags Q S About 7
%\ \% ! —-— ‘ Eviry N | - o — EOR———
jomm oo - NX&T m} ' / @ g : .
* l_"’“\_ b e w ) L]
{. aver 1 \ . ayer ‘ Z . A
IO = T s z
E D —| baloancer , e v s r Ba[a ce;‘/—‘\ ‘ (_(i o °
| N A Gow B) @ S -
i ©
\_ browser window \ s F:f_'?vser ______ window J v :
B S ~ ~ Time B
Toor \ o
Video — - R
buffer I I N I I D waovens -
o " . agw . | | ' [ jestcanfig,: 3 Sergears
Initial CDN is chosen based on supplied Initial CDN is chosen based S B (NN _ e . -
. 1 1 egments successiully rror nappene Oow prefergreen rollup.config.t glenng1215gh
business scores and QoS scores from on supplied business scores downloaded from red when 2
and d efaL”t QOS scores CDN and green CDN requesting from
red CDN

previous viewers
LUMe=N

© 2022 Lumen Technologies. All Rights Reserved

Limitations of SVTA labs version:

» Works only with Shaka player (HLS, DASH), and DASH.js (DASH)
» Requires back-end for providing initial QoS and business scores
» No longer supported by Lumen

©2025 Brightcove Inc. All Rights Reserved.



CLIENT-SIDE SWITCHING: EXAMPLE 2

DVB-DASH profile

Defined in DVB Al68, Rev 6, 2022

Enables clients to switch dynamically
between different CDNs defined in the
manifest

Allows production workflows to define
different CDN priorities and “weights”
Defines algorithm (shaped random
number generator) by which clients
can select CDNs for given “weights”

Pros

» Standards-based

Cons

>
>
>

Limited to DASH

Limited player support

Requires manifest updates and logic in the
delivery chain to define CND weights or
priority orders

11.9.2 Prioritizing BaseURLs

BaseURLs containing absolute URLSs can be assigned a priority using the @priority attribute. The value of this is a
positive integer, with the lowest value indicating the highest priority. This allows additional BaseURLSs to be specified
to improve the reliability of a service, but on the basis that some of the BaseURLs are only to be used if higher priority
ones cannot be used successfully.

The distance between values of @priority has no effect. so two BaseURLs with priorities of 1 and 2 would be the same
as if they had values of 1 and 4.

It is possible for more than one BaseURL to have a given priority value, which allows load balancing to happen
between the BaseURLSs with that priority, as described in the following clauses.

As an example, if a content provider uses three CDNs. but they charge differently, with cheap-cdn being the cheapest
and costly-cdn being the most expensive, that content provider may wish to use cheap-cdn most of the time, but make
use of the others if there are problems. In that case they would create three BaseURLs, with the @priority attribute
being used to signal the order in which they are used:

<BaseURL dvb:priority="1">http://cheap-cdn.example.com/</BaseURL>
<BaseURL dvb:priority="2">http://moderate-cdn.example.com/</BaseURL>
<BaseURL dvb:priority="3">http://costly-cdn.example.com/</BazeURL>

This would mean that Players used cheap-cdn first, falling back to moderate-cdn if there is a problem with cheap-cdn.
Costly-cdn would only be used if both cheap-cdn and moderate-cdn had problems.

11.9.3 Load balancing

Load balancing can often be carried out using either equipment in the network, or DNS load balancing. However such
mechanisms may not be ideal for balancing between different hosting locations or CDNs. or where the load needs fo be
distributed in non-equal ratios.

A facility for load balancing is provided in clause 10.8.2. and a (@weight attribute is added to the BaseURL element to
allow the relative weighting of different BaseURLS to be signalled. The values of @weight are only significant relative
to the values of other BaseURLs with the same (@priority value. The BaseURL to use is chosen at random by the
Player, with the weight of any given BaseURL being its @weight value divided by the sum of all @weight values.

As a simple example, consider a content provider uses two CDNs, cdnl and cdn2 and wishes the load to be equally
spread across them. This can be achieved by setting the @weight value on each to be the same. e.g.:

<BaseURL dvb:priority="1" dvb:weight="1">http://cdnl.example.com/</BaseURL>
<BaseURL dvb:priority="1" dvb:weight="1">http://cdn2.example.com/</BaseURL>

In a more complex example, consider a content provider using three CDNs, with one of them having a lower purchased
capacity. The content provider needs to ensure that cdn3 only has 10 % of the load, with the remaining 90 % being
shared equally by cdnl and cdn2. They could do this by using the following entries:

~om/</BaseURL>
~om/</BaseURL>
com/</BaseURL>

<BaseURL dvb:priority="1" dvb:weight="8">http://cdnl.example
<BaseURL dvb:priority="1" dvb:weight="9">http://cdn2.example
<BaseURL dvb:priority="1" dvb:weight="2">http://cdn3.example.

T

BRIGHTCOVE

MPEG-DASH Profile for Transport of
ISO BMFF Based DVB Services
over |IP Based Networks

DVB Document A168 Rev.6

October 2022
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SERVER-SIDE SWITCHING

Principle of operation

Multi-CDN ]

» In server-side switching, a specialized server analyzes data from various [ sener 7] \ '\

sources, such as the clients, CDN logs and synthetic agents. — . . Pcrf‘mm
» This data is then used to determine which CDNs to utilize for delivery, and content metadata | | 9naCom senacem for each CON

individual manifests are modified for player sessions and pushed down to the — | oo ] | ‘

. . canda.com poywstm u
appropriate clients. |
pp p “;VUSGH I

L cdna.com/playlistm3us

Examples 7

» DLVR
» HLS/DASH content steering standard

User 2

Pros

» Concentrates control in hands of an operator
» Relatively simple to implement

Cons

» Analytics data maybe delayed (by collection chain) and not specific for
each client / session.

» Server-side processing also adds decision delays

» Implementing fine-grain accuracy switching comes with extra complexity
and costs

©2025 Brightcove Inc. All Rights Reserved.
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CDN SWITCHING ARCHITECTURES

A bigger picture

manifest rewrite

volume of session resets, this
method reduces the chances of a
cascade effect that may hamper
the video workflow.

Architecture Pros Cons

This is the simplest of all solutions SWIt.Ch delay is more tlme-consumlqg,
DNS-based since the source video URL ranging from 300 seconds to even five

alwavs remains constant minutes in case of CDN failures. This can

y ' immensely hamper the user QoE.

Better user experience due to

tmhf‘:’]terzzr?;vr\:gfgTe%rzgr:'gj;(;gg Rewriting the manifest can sometimes bring
On-the-fly video playback. No matter the 9 |about errors. Midstream switching is not

completely seamless, and takes time for the
server to understand that a particular CDN is
unavailable.

It is a relatively simple CDN
switching method to implement

Page loading may take some time, adding to
delays. Since CDN switching is based on the

performance metrics. Seamless
midstream CDN switching is
possible.

Server-side since changes happen in the collective data from many clients, it does
server itself that is easier for the necessarily consider the unique conditions of
operator to control. the actual clients.

QoS data is almost accurate as it
is fetched based on individual : :
_ _ clients’ local and real-time It Is a complex procedure to |mplement. when

Client-side built in-house due to the code complexity of

the algorithms that requires detailed planning.

o [ I3 sviaBlog: Investigating Appraac X = = O X

< C'; ] %) https://www.svta.org/2023/01/03/investigating-approaches-to-multi-cdn-delivery/ (@) Y7 {3 Ve '_,.*'

Work v Members v Educationv Eventsv Aboutvy & Q

INnvestigating Approaches to Multi-
CDN Delivery

A Home 2> 2023 > January 2> 3 2 Investigating Approaches to Multi-CDN Delivery

Written by (3 Players and Playback Study Group | Published on January 3, 2023

When streaming on-demand or live video, issues with a particular CDN can impact the user
quality of experience (QoE) if the CDN struggles to fulfill the requests. If the player has access
to multiple CDNs, switching to another CDN or using multiple CDNs simultaneously might help
maintain a good user experience. Generally speaking, most streaming services use a multi-
CDN delivery approach for redundancy and business purposes.

https://www.svta.org/2023/01/03/investigating-approaches-to-multi-cdn-delivery/

©2025 Brightcove Inc. All Rights Reserved.
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HLS/DASH CONTENT STEERING STANDARD

Principle of operation

Benefits

Deployment architectures

Existing clients, servers, and open-source projects

©2025 Brightcove Inc. All Rights Reserved.
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HLS/DASH CONTENT STEERING

General concept

I
— ' Players
GET "https.://steeringserver.com
ManlfeSt CDN ?session=abc

& DASH_pathway=
& DASH_throughput=145000"

<BaseURL servicelLocation=" "> /</BaseURL>
<BaseURL servicelLocation=" "> /</BaseURL>

<ContentSteering defaultServiceLocation="
queryBeforeStart="true">https://steeringserver.com>
</ContentSteering>

"VERSION": 1,
"TTL": 300,

"RELOAD-URI": "https://steeringserver.com?session=abc"
"SERVICE-LOCATION-PRIORITY": [" "

Pros:

» Standards based

» The same steering protocol & server is used for both HLS and DASH

» Simple integration — no need to patch players!

» Backwards compatible

» Complements the existing BaseURL redundancy / failover behavior mechanisms

©2025 Brightcove Inc. All Rights Reserved.
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CONTENT STEERING SERVER

Direct implementation

.' Players

B CDN2 beta

Manifest CDN
CDN Logs, player
Steerlng server
Business
Business rules/ - QOSIQOE . .
data Analytics engine

=

loqic Steerlng state /
g session DB

Challenges / tradeoffs:

» TTL time: 300s default is too long! Suitable for basic CDN load balancing. Not suitable for QOE optimizations.
» Scalability: the steering server should be at least as scalable as manifest CDN!
» Costs: reducing TTL will increase number of requests and traffic to the steering server!

©2025 Brightcove Inc. All Rights Reserved.
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CONTENT STEERING @ EDGE

Edge-based implementation

—
>

- ([ roos _

GET <URL> ?state=<session state>
& DASH_pathway=
Manifest updater Manifest CDN 8_DASH_throughput=145000"
!
. (fomzs o <
usiness . events
e Steering master «
. edge
Business rules / ! @ edg
: —_— Stateless
logic Steering DB

Analytics engine
QOS/QOE data/

Advantages:

» TTL can be much smaller — comparable to player buffer delay
» Enables QOE optimizations, faster switching / failover, more precise load-balancing.
» Scales well. Multiple CDNs or platforms can be used for redundancy.

©2025 Brightcove Inc. All Rights Reserved.



TECHNOLOGY DEMONSTRATION

Brightcove Content Steering Der X =

D &
< G B https://www.content-steering.com

BRIGHTCOVE

CDN configurations Pathway

cdn-a
cdn-b

cdn-c

Edge platform

Media / Format

Streaming client

CDN vendor Enabled Load allocation
Cloudfront a % 30
Fastly aC % 30
Akamai aC % 40

b

Content Steering demonstration

BRIGHTCOVE

w3 . - -'-_l A
Ay @D g 8 0
G [F nNetwork X 3 } pss & 3 : X
® @ =2 Q O preservelog Disable cache No throttling £23

[ invert [ Hide data URLs
(] Hide extension URLs

All Fetch/XHR | | J5 || C55 | | Img || Media | | Font || Doc || WS || Wasm || Manife

Usage [MB] Apply [J Blocked response cookies [ Blocked requests [J 3rd-party requests
20 ms 40 ms 60 ms 80 ms 100 ms
Q
@]
@]
~

CDN priority order

Recording network activity..
Perform a request or hit Ctrl + R to record the refresh.

Learn more

CDN Selection

_ T:50PM
~ B Z tm d) ENG 0/29/2023 (=]

©2025 Brightcove Inc. All Rights Reserved.
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INDUSTRY ADOPTION

Significant momentum

» Players:

Media Player DASH Content Steering | HLS Content Steering

===dash s since version 4.5.0
@ VIDEO.JS since version 8.8.0 ‘ since version 8.8.0
3,'#32: | since version 4.6.0 ‘ since version 4.6.0
G ExoPlayer | planned for 2025 | planned for 2025
his.js 1.4.C
&€ AvPlayer

» Packagers & servers:
> Brightcove, Synamedia, Einblig.io
> Shaka packager, SVTA open-source projects

» Standards & guidelines
» |ETF RFC 8216bis (HLS)

» [SO/IEC 23009-1 (DASH)
» ETSITS 103998 (DASH-IF Content Steering)

» Open-source tools

=

Manifest Manifest
\
.
e
Test/Demo T~
controls g Edge steering
serves

«

h Streaming Video Technology Alliance

- o x
¥ ¢ m ¢ @ K| 0
4 . G oD@ @ o
teer t_ed. Q Qn a
a o na
) se I i
B m wi Security = Insights
2 W
EWatth 0 -
mai
® o - No de
o D6 Commits
- ma m &
endj h A b
- s
ngi =
0O uc m oo
LICE 9
- P ® 0
i D Resdmeme o
® «
& Licen:
[0 README B License N _— Releases
@0 y
Yoo -

r side Content Steering prototype

Content Steering @ Edge
o ) T T packages

aaaaaaaaa

aaaaaaaaa

Part 1. NGINX module

Part 2. Steering Endpoint

https://github.com/streaming-video-technology-
alliance/content-steering-prototype

©2025 Brightcove Inc. All Rights Reserved.
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STEERING ALGORITHMS

Distribution of traffic
Managing CDN costs and commits
QOS- and QOE-driven optimizations

©2025 Brightcove Inc. All Rights Reserved.
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DISTRIBUTION OF TRAFFIC

Conceptual model
» A system with K CDNs

THE CLASSIC WORK

» Target CDN load distribution: ' /e -
f — {611 ""fk}J fi € [011]1 ) gi = 1. f’f The Art of
» CDN selector = a generator of indices x € {1, ..., K}, = e ¢ - Computer
such that relative frequencies of occurrence: : I_)"F’gmmmmg
o+ . _
» NB: all known science. Knuth V2. |

DONALD E. KNUTH

Generating priority lists:

» Letx; €{1,.. K} befirst CDN index retrieved by a generator for distribution §® = &
» To retrieve 2" index, we can use a modified distribution produced by excluding x; from {1, ..., K}

§D = 6P =V /(1-87), i€ 1, I\ 1

» The process is repeated recursively, until we generate a list of K CDN indices.

Realizations

» CDN choices can be implemented at different level of granularity when delivering the content

> Per asset
> Per session, or per manifest update period in live streaming
> Per TTL interval during the session.

» Forlong-tail content, per-asset allocation may be adequate
» Per-session or per-manifest update period methods are realizable with manifest rewrites

» For finer granularity updates one needs Content Steering standard!
©2025 Brightcove Inc. All Rights Reserved.



BRIGHTCOVE

MANAGING CDN COSTS AND COMMITS




BRIGHTCOVE

MOTIVATIONAL EXAMPLE

Example system: SER ¢ Vi, R(V)
» R,(V;),R,(V,) = CDN edge traffic rates [$/GB/m] CDN 2
> C(V,V,) =V, R,(V,) +V, - R,(V,) =total CDN delivery cost V2, R(V2)
CDN rates: Total delivery cost when V, +V, = 200 [PB]:
0.018, ¥, <20 0.016,  V, <50 » Vimini =0 --DbestsolutionwhenV; =0
Ri(h) = 881(5) 20;‘;;070' Ry(V2) = 88(1)3 502‘;2;)(1)00' > Viminz = 70 -- best solution with commitment: V; > 15 [PB]
— CDN | = CDN? - C[ I|?rl'- F]] Cmr’ni Fl. mind ~_ Cmr’n.? T IT'Jrl. min
0.020- 2]
o . CDN 2 is less -' i __I\
ED'DH expensive at high
1 volume
& ] |
© whenV; =20 N oNilgle
_ Z |
0.005 ' . " ——-L
0 50 100 150 200 T T, 0 50 100 150 200
Monthly edge traffic [PB] v, B0 g 4

©2025 Brightcove Inc. All Rights Reserved.
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MODEL OF A DELIVERY SYSTEM

System architecture m
» Content steering server tells players res SN
which CND to use

» Dynamically assigns load factors

€ — [51"'161(]1 fie [011]1 Zfl = 1.

» Uses CDN statistics and contractual

Players

CDN steering
manifests

CDN volume
data

data as inputs to the optimization
oblem
X CDN rates, f \ CDN logs
commits processor

CDN edge volume statistics: Observed 4 Predicted
» K =the number of the CDNs o /’\/\/\_/i“ V "
> V;(t) = observed traffic volume at CDN i a | E

time to next
*—* cteering decision t

> V5(t) = XX, Vi(t) = combined volume on all CDNs L %W N

> [torare tengl = COMmMIt period V(0
> Vcomm‘t Minimum volume committed for CDN |

t =time now t

start cur end

©2025 Brightcove Inc. All Rights Reserved.
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MANAGING CDN VOLUME COMMITS

Observed 4 Predicted

Commit period

.-f'ﬂf r"'- T 1" --h-'"-.

_ . . I - N ,;"K .

> t € |torare, teng] = the entire period V() / W T - Vz(t)
_ I
I
I
I
I

> t € |torqre, teur]l = Processed

> t € [ty teng] = remainder in the future it ?P\W/\/\/

A =1 time to next

L’&-I:r) HI steering decision hl‘
Future traffic (t > t,,,): feur =time now
> Vs(t) = Pred({Vs(t),t < toyr), t) = predicted traffic for all CDNs
> & =1[&,.., 8] Xié&=1 = load factors assighed to CDNs for the remainder of the period
> V:(t) =& - Vs(t) = predicted traffic for i-th CDN

Total traffic in commit period

> V7 =V(t € [tstare: tewr]) = ftti“’”t V;(t)dt = traffic delivered by i-th CDN in the past
> VF =Vs(t € [toy tongl) = fttend Vs(t)dt = predicted total traffic for all CDNs till the end of commit period
p Vlotdl - g T = predicted total traffic for i-th CDN in the commit period

CDN volume commitments:

: Expressed as limits
> Vitotal > Vicommlt = V’itotal > Vicommzt N [gl > ; -V for CDN load factors

©2025 Brightcove Inc. All Rights Reserved.



CDN DELIVERY COSTS

BRIGHTCOVE

CDN edge traffic rates: — oo i — o
R} if V<! _
2 1 2 Soo1s{ |
Ry =|Ri T VISV<VEioq K
RT if VTV °
. 0 0 Monthly edlgittcrafﬁc [PB] 0
Overall delivery cost:
K K
Cy (£) = z protal p (rotal) = Z(Vi_ +& V) RV + & T5).
i=1 =1
Optimization problem:
Cz(§7) = min Cs($).
fE {[Eli"igl{ ]}

Space of all 0=¢;=1,i=1,..K Conditions due

feasible load 1t+ég=1 to CDN volume
factors yrommil _y= commitments
&2 =T ,1=1,...,.K
Vs

The challenge

» (x(&) i1sdiscontinuous! Not clear If this problem is solvable by the existing techniques.

©2025 Brightcove Inc. All Rights Reserved.
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SOLVING THE OPTIMIZATION PROBLEM

Let’s introduce a space of CDN pricing tiers:
J = {ls wjil, ji€ {1, ..., T—1}i=1,..K}, J| = TX
If we know j € J, then:

K K
) =) (V7 +&- V) RV +&-T) = ) (V7 +& 7))
=1 1i=1
. 3 . . 3 . Viicl — vy Vii— V.-
Vict < ptotal « i o plitl <y + & -V < Vi = — << —=, i=1,..,K
l L )X V2+ V2+

Consequently, the entire problem reduces to:

/ / _ ~ \ Linear

Cz (&) =|min min ' | Y rogrammin
JEJ Ee{[&1,.¢k 1} : i pgi'oblemI "

0<¢é;=1
Combinatorial E1t++ék=1
search yii—1 -V vii— 73
=6 < V—+

Vs >
Vcommlt Vl

i
Now the problem is clear: \ \ //

» Superposition or combinatorial enumeration and linear programming problems!
» Solvable by using the existing methods.

©2025 Brightcove Inc. All Rights Reserved.



EXAMPLE SOLUTION

CDN rates: o i—o
] ] ] 0.0201
1, Vo<V <V? 0.018, j=1 0.016, j=1 ~ M
2, Vi<V <V? 0.015, j = 0.016, j=2 CRYTP R S— -
= jW) =3, vZ<v<v® R()=[0015 j= R,(j) =10.012, j=3 H _|
4, V3<V <Vt 0.010, j = 0.012, j= 0010 I
5 V4 <V< VS 0010, ] =5 _0009, _] =5 o
= Volume limits: V/ = [0, 20, 50, 70, 100, o] 00053 3 T % 20

Monthly edge traffic [FB]

Predicted total traffic and commits:

> Vgotal = 200 [PB]
> Vcommlt Vcommlt — 15 [PB]
> yfotal = g . yfotal ylotal — ¢ . ylotal g —]oad factor for 1t CDN, &, = 1 — & = load factor for 2" CDN.

Combinatorial space:
> 52 = 25 combinations of pairs: [jy, jo]. E.Q. [j; = 4,j, =5]= |"°= Vio <100

100 < Vfotel < o

LP problems:
Cs (€l 1, j2D) = En‘lsi[gﬂ Veotal . (& - Ry () + (1 — &) - Ry ()

yii—1 Vi1 viz—-1 V2
Vgotal <$1< Vzl:total Vtotal‘1 €1<Vzl:total

commit commit
>—V 1 >—V
51— Vtotal ’ _51— Vtotal

Example solution:

Cs(E| [jy =4,j, =5]) = min 200 - (& -0.01+ (1 —§,)-0.009) = & = 0.35,

0.35<§,<0.5,05<1-§; <o
£,20.075,1-&,2 0.075

BRIGHTCOVE

total

}»

Vtotal

ptotal =70,  Cy = 1.87.

©2025 Brightcove Inc. All Rights Reserved.
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MULTI-REGIONAL QOE-BASED OPTIMIZATIONS




CONCEPTUAL MODEL

System architecture

>
>

System with K CDNs, delivering content to R regions

Content steering server maintains a matrix of
distribution of CDN loads across the regions:

611 ElR KR
$k1 t Skr i=1j=1

Performs per-asset/session/TTL-level CDN selection to

shape CDN edge volume - &

Uses volume and QOS/QOE statistics and business
rules as inputs to optimize E for a particular objective

QOE and edge volume statistics:

v vyvyvVvyyy

Q;j(t) = observed quality for CDN iin region j

Vij(t) =edgevolume at CDNiinregion ]

Vs j(t) = K Vij(t) = combined volume in region |
Vis(t) = X5, Vi;(t) = global volume delivered by CDN i
|tstart tengl = COMMIt period

yeommit — minimum volume committed for CDN |

Business rules

-

BRIGHTCOVE

Region R

e |

N
N\

Steering

manifests

Vid
\ QOS & QOE [

Per-region, per-CDN,
per-session statistics

N\

Player-reported

analytics QOS & QOE data

-

Qi ()

in‘ (t)
@i, (t)

-

Observed

QOE and Volume statistics in region j:

QOE

3
Predicted

\/\/\/'J
’JE .
PR
M
Y I\.‘n\ .
IS
I .
| \ £
o
e TTL

t =time now

cur

Ve, () /

Vig.i (8) /
7

Volume

Observed T Predicted
\\‘ //f-\\ sz(t)
5
o
- - VEKJ{t)
s PN .
, (_.') B
- V;'M'[t)
= t

V-{’_t)

iy,

start toyr =time now  tong /
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Variables QOE

> Q;;(t) =observed quality for CDN i in region ] A .
) Observed Predicted
» Average quality :

(Region R

a4 Players SIS
- N

.. ™ ~ \
B K R QLKJ (t) // : \\ QiKJ (t) Region 2 h \\
0. t) = E E :gUQU(t) . \/\/\/ o s oo SN
. . ] \ |
. . . 2 W 0,0 [ CON1 w
» Average quality during the next TTL interval: 0. (6) - -
i) N /5 steering server | 3/
tcur+TTL l \ / Qi ,j (t) 4
Q (f ) = Q (f ,t) dt. ! > ¢
TTL
teur teyr = time now

» CDN load factors:

Q;;(t) = any suitable QOE metric of\ Q;;(t) = predicted QOE metrics in the future. Such\

_ ";11 $1R fused combination of such metrics as prediction is necessary to make best decisions in
S( eEx= : ) ;s;ij € [011],Zij€ij =1 reported by the system. the next steering period (TTL interval)
k1 o Eknr E.g. it can be a function of (a) startup Predictions can be computed using linear predictors
_ ©R _ . time, (b) buffering rate, (c) average with a combination of both short term (last hour)
> i = j=1 ";ij =load on CDN i delivered resolution, (d) average and long term (past day, week, same day last year)

Qelivered encoding quality, etc. j Qamples. /

Optimization problems
» Best quality under fixed global CDN load allocation:

Q") = min Q(&). Classic linear programming

e
. roblem!
ZJL'=1 ¢ij=Ctarget,ii=1,..K o

» Best quality under constrained global CDN load allocation:

QM = min Q). o .
§eE Classic linear programming
Z?:l fijZ(min’i,izl,...,K prOblem'
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System architecture

f Adds content \\

steering server
parameters in
the manifests.
Defines initial
CDN order for
k each session.

-

Web browser on a user

device in region X

——k

Cloud platform Apps CDN "
Testbed web
— B
]ﬂE‘S T ___—_—__:-____ _
™ /
T T T - —l I-m.\""‘--__ -
QOE metrics S _

CDN load
.\ distribution

Testbed main page

New session launcher

rocessor

Origin server g

Manifest
updater

N Manifest g ’
' CDN

Dashboard
: .

Master
steering >
server

Per-region
gﬂm,ﬁ 4 Edge platform N

K\ store

¥

=)
@edge
/ . ,/’

/\\

Computes and updates the matrix
of regional CDN load factors ¢ € £

~

~

www.testbed.content-steering.com

Steering manifests for

each player sessionand
each playerrequest.

EXPERIMENTAL FRAMEWORK

Control panel:

o8

conmant-stesrng.com =
Playback statistics
Volume
System CDN A + B + C + Content Steering CDN A CDNB N C
Video views. 615 581 581
56 s played 368432 351974 350868 345320
Traffic [CB] S4.41 53.46 5342 5372
QoS
System CDN A + B+ C + Content 5t 1= CDN A CDNB CDNC
Throughput [Mbps] 12991 2772 156.79 20988
Throughput Std Dev [Mbps] 24206 24796 23823 24850
LLLLLLL [ms] 98 9.90
Later td Dev [ms] 1 148371 54787
CON switches
CDN A+ ntent CDN A feinl CDNC
797.09 63174 669.) 902,09
057 059 133 06l
169 72 172 173
346 344 342 341
1558 1551 1546 1541
664 &7 €03 662
Start playback session
System
Media / Format v
Streaming client ~ e

Playback sessions:

Playback session using “CDN A + B + C + Content Steering”

BRIGHTCOVE
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PERFORMANCE STUDY

Methodol ogy www.testbed.content-steering.com

> SySte Ms compa red: Playback statistics =
> C D N A/B/C - Sl n g |e—C D N Syste mS All Continents v All Countries v All Streaming protocols -
Volume

> CDN A+B+C — multi-CDN system with content steering S

Video views 5462 3530 3849 3620

» Testing orchestration

Seconds played 3300820 2133150 2320400 2194860

> Ove r 'l 50 p rox | es y t| | | Zed Traffic [GB] 589.42 518.06 48968 519.79

CDN-A: 19046 [32.31%]
CDN-B:187.55 [31.82%]
CDN-C: 211.41 [35.87%]

> Broad set of geo locations

> Using K6, and several VPN networks ‘i°ts I . . .

» Volumes ,,sm b ——
> Over 15000 sessions R - o e
> Over 2000 of playback hours e
> Qver 21TB of media data delivered co

» Protocols & clients: G CDN A + B + C + Content Steering CDN A CONE CONC
> DASH, DASH.js client e i o e e
> HLS, HLS s client e Loon

» Steering servers, analytics processing il

Rendition switches [#/session] 010 0.45 033 0.25

> Brightcove

Start playback session

System CDN A + B + C + Content Steering v
Media / Format Big Buck Bunny - DASH v
Streaming client DASH js v

©2025 Brightcove Inc. All Rights Reserved.
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Per-regional load adaptations

Observations

>

>

Performance of CDNs can be very
different across different regions

In some regions the differences
between CDN performance can be
significant.

> E.g.in India, we see that CDN B is

struggling (much lower bandwidth and
higher latency).

> In such cases, we note that our optimizer
moves traffic away from underperforming
CDNes.

In some other regions, we see that

performance of all CDNs maybe

good enough

> E.g.in France (in our sample), all CDNs
delivered over 140Mbps in bandwidth

= In such regions, we move more traffic to
CDNs underperforming in other locations
(we move 96% of traffic to CDN-B in this
region).

This exercise proves that as a

concept, multi-regional load

allocation works!

India

Playback statistics

All Continents

India v

All Streaming protc v

Volume
System CDN A + B + C + Content Steering CDN A CDN B CDNC
Video views 131 N4 109 104
Seconds played 71299 63462 56869 56957
Traffic [GB] 13.09 1722 14.14 1513
CDN-A: 2.28 [17.40%]
CDN-B: 0.87 [6.66%]
CDN-C: 994 [75.94%]
QoS
System CDN A + B + C + Content Steering CDN A CDN B CDN C
Throughput [Mbps) 4599 36.65 827 47.27
Throughput SD [Mbps] 4111 37.36 12.24 41.25
Latency [ms] 73.20 139.79 583.60 5769
Latency SD [ms] 19172 221.82 1838.23 141.54
CDN switches 7 0 0 0
QoE
System CDN A + B + C + Content Steering CDN A CDN B CDN C
Start time [ms] 122316 1724.05 3875.79 1676.91
Re-buffering ratio [%] 0.14 0.22 4.68 1.81
Re-buffering events [#/ 0.24 0.31 490 0.36
session]
Video bitrate [Mbps] 5.42 529 3.81 565
Resolution [lines] 1036 996 783 1053
Rendition switches [#/ 0.59 118 0.83 027

session]

All Continents

France

Playback statistics

France v

BRIGHTCOVE

All Streaming protc v

session)

©2025 Brightcove Inc. All Rights Reserved.

Volume
Systemn CDN A + B + C + Content Steering CDNA CDN B CDNC
Video views 272 149 177 138
Seconds played 164962 90078 107333 82577
Traffic [GB] 2723 16.38 2318 13.02
CDN-A: 0.48 [1.773]
CDN-B: 26.29 [96.52%]
CDN-C: 0.47 [1.71%]
QoS
Systemn CDN A + B + C + Content Steering CDN A CDN B CDNC
Throughput [Mbps] 312.89 186.34 165.64 142.39
Throughput SD [Mbps] 454.87 264.06 29398 20392
Latency [ms] 16.70 2373 19.31 26.29
Latency SD [ms] 62.32 56.40 67.23 65.49
CDN switches 2 0 0 0
QoE
Systemn CDN A + B + C + Content Steering CDN A CDN B CDNC
Start time [ms] 399.94 41575 642.87 39155
Re-buffering ratio [%)] 0.00 0.00 0.00 0.00
Re-buffering events [#/ 0.00 0.01 0.00 0.00
session)
Video bitrate [Mbps] 563 490 5.67 568
Resolution [lines] 1056 967 1061 1053
Rendition switches [#/ 0.01 0.01 0.01 0.04
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PERFORMANCE STUDY

Ove ra I I effe CtS Playback statistics =

All Continents v All Countries v All Streaming protocols v
» Global-scale CDN loads are nearly uniform — as
. . . . . . . Volume
was the optimization constraint in the optimizer
System CDN A + B + C + Content Steering CDN A CDN B CDNC
. Video views 5462 3530 3849 3620
» |n our tests sample of 54K sessions, the system
. . . Seconds played 3300820 2133150 2320400 21942860
executed 130 in-session switches — the cases when
. . . Traffic [GB] 589.42 518.06 48968 519.79
CDN performance was dropping significantly, CoN-a19046 52374
. . . . CDN-B: 187.55 [31.82%]
warranting in-session switch g —
. . . . S
» The system with adaptive CDN switching has also Qo
. . . System CDN A + B + C + Content Steering CDN A CDN B CDN C
achieved some notable improvements in overall
. Throughput [Mbps] 29468 20984 160.49 192.50
QOE metrics:
. . Throughput SD [Mbps] 402.82 335.48 332.57 336.28
> Lower buffering ratio o i
. Latency [ms] 4179 90.61 23429 83.50
> Lower number of buffering events
. . . Latency SD [ms] 147.03 166.89 430.81 289.26
>  Fewer rendition switches _
CDN switches 130 0 0 0
» The befits of adaptive CDN switching are evident! QoE
System CDN A + B + C + Content Steering CDN A CDN B CDN C
Start time [ms] 725.84 808.39 1353.61 912.08
Re-buffering ratio [%)] 0.03 0.42 357 0.45
Re-buffering events [#/session] 0.05 0.15 491 0.10
Video bitrate [Mbps] 560 563 4.4] 572
Resolution [lines] 1066 1043 882 1062
Rendition switches [#/session] 010 0.45 0.33 0.25
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CONCLUSIONS

>

The design of multi-CDN systems is not trivial, but, fundamentally, it is
tractable by using the existing methods and techniques. It is definitely not a
“black art”.

The HLS/DASH content steering standard reduces the complexity of
Implementing seamless switching. It does it in a backward-compatible
fashion, enabling incremental roll out of services based on this standard.

There are already many clients and content publishing tools supporting this
standard.

Increasing support of CMCD metadata closes the gap on the analytics
gathering methods.

The design of steering servers is more fun, but such technologies are now
being actively developed by many vendors. Some vendors will offer them as
part of turn-key solutions. Some others may offer them as open-source.

Overall, considering all the recent progress, the use multi-CDN solutions for
streaming is now poised to become more common. Powered by content
steering and CMCD standards, as well as proven optimization methods and
strategies, such solutions are promising to be simpler, more reliable, and
easler to operate and deploy.
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